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Wortschatzreichtum und Schlüsselwörter können die Genreunterschiede 

widerspiegeln. Nach den Ergebnissen der Diskriminanzanalyse des vorhandenen 

Korpus entspricht jedoch eine umgekehrte Auffassung zur Bestimmung der 

Genres anhand lexikalischer Eigenschaften nicht völlig der aktuellen 

Klassifizierung.  
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Weinstein (2000). Finally, a correlation analysis showed that all lexical richness 

measures were statistically significantly correlated to each other. Based on the 

findings, it could be claimed that 1) these three subgenres differ from each other 

not only in terms of music but also of lexical richness levels and key words and 2) 

lexical richness analyses, coupled with keyness, are capable of reflecting the genre 

differences in song lyrics. However, as a result of a discriminant analysis of the 

present corpus, a reverse approach whereby genres are attempted to be classified 

based on lexical features does not provide a pattern which fully corresponds to the 

existing classifications. 

Key words: metal, heavy metal, thrash metal, death metal, genre, 

subgenre, lexical richness, lexical sophistication, lexical density, lexical variation, 

keyness.  
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1. INTRODUCTION  

Metal is such a broad music genre that it could cover numerous bands and 

albums which in fact have very little shared features as opposed to massive 

differences they display both musically and lyrically. This study aims to point out 

that metal is not a monolithic genre and that its subgenres show different 

linguistic characteristics in addition to more overt musical ones. Thus, research at 

subgenre level might reveal more solid results regarding the linguistic differences. 

Metal is obviously different from other musical genres and quite easy to 

distinguish even for the non-fans. As far as the non-fans are concerned, the 

common opinion regarding the formula of metal could be described as loud guitar 

distortion + shouting/yelling + silly lyrics. For the fans though, not all guitar 

music counts as metal. Furthermore, metal, being a subgenre of rock, is comprised 

of many subgenres bearing different characteristics in music, sound, vocals, 

technicality, speed, look, lyrics, etc. Some of these differences clarify the 

distinction of subgenres immediately whereas some cases (bands/albums) need 

additional criteria for an exact classification. Sound, vocals and speed are usually 

the best predictors on which most critics and academics base their classifications 

(see Walser 1993, Berger 1999, Weinstein 2000, Christe 2003, Stelzner, Morrison 

2006, Philips and Cogan 2009, Frandsen 2011, etc.). 

Identifying or labeling the genres and assigning the bands to one are hardly 

focuses of concern for the bands themselves. Nevertheless, media and fans 

constantly pursue labeling for informative purposes, sometimes at the expense of 

receiving heat or disregard from the bands. For academic genre studies, labeling is 

indeed important. Such a big genre as metal needs to be divided into subgenres 

reflecting similar characteristics and research must be carried out accordingly. 

The subgenres in metal have been studied with focus on lyrics as well as 

other aspects of the music, yet research on song lyrics mostly center on the 

thematic aspects (e.g., Walser 1993, Weinstein 2000, Morrison 2006, Pieslak 

2007, Buts and Buelens 2008, Philips and Cogan 2009, Strother 2013, etc.). This 

is mostly realized in an overall semantic approach yielding sociological or 

psychological inferences out of the song lyrics. Such studies often come up with 

generalizations with respect to the genres in question.  
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[COCA] was designed to be roughly comparable to the BNC in terms of text 
types. In the BNC, approximately 10% of the texts come from spoken, 16% from 
fiction, 15% from (popular) magazines, 10% from newspapers, and 15% from 
academic, with the balance coming from other genres. In the COCA, texts are 
evenly divided between spoken (20%), fiction (20%), popular magazines (20%), 
newspapers (20%) and academic journals (20%). 

Corpus compilation has been made easier thorough the advance of 

technology and the Internet in particular. Modern mega corpora are based on 

online resources, some of which are immense in size, such as iWeb: The 

Intelligent Web-based Corpus, News on the Web (NOW), Global Web-Based 

English (GloWbE), Wikipedia Corpus, etc. By way of comparison, iWeb: The 

Intelligent Web-based Corpus, the largest corpus of English, has 14 billion words 

which makes is 25 times larger than the COCA (https://www.english-

corpora.org/). Table 4 shows the details of the largest corpora of English. 

Table 4: Mega corpora adapted from https://www.english-corpora.org/ as of 
13.04.2019. 

Corpora # words Language/Dialect Time Period 
iWeb: The Intelligent 
Web-based Corpus 

14 billion US/CA/UK/IE/AU/NZ 2017 

News on the Web 
(NOW) 

7.64 billion+ 20 countries / Web 2010-last 
month 

Global Web-Based 
English (GloWbE) 

1.9 billion 20 countries / Web 2012-13 

Wikipedia Corpus 1.9 billion English 2014 
Hansard Corpus 1.6 billion British (parliament) 1803-2005 
Early English Books 
Online 

755 million British 1470s-1690s 

Corpus of 
Contemporary 
American English 
(COCA) 

560 million American 1990-2017 

Corpus of Historical 
American English 
(COHA) 

400 million American 1810-2009 

The TV Corpus 325 million US/CA/UK/IE/AU/NZ 1950-2018 
The Movie Corpus 200 million US/CA/UK/IE/AU/NZ 1930-2018 
Corpus of US Supreme 
Court Opinions 

130 million American (law) 1790s-present 

TIME Magazine 
Corpus 

100 million American 1923-2006 

Corpus of American 
Soap Operas 

100 million American 2001-2012 

British National Corpus 100 million British 1980s-1993 
Strathy Corpus 
(Canada) 

50 million Canadian 1970s-2000s 
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Table 6: Details of selected lyrics corpora 

Corpus Builder Corpus Song selection 
method 

Songs Words Av. Words 
per songs 

Year span Coverage 
of Years 

Eiter (2017)  Innsbruck Corpus of English Pop Songs 
(ICEPS)  

Charts 303 119,982 396 2012-2016 4 

Öztürk  (2017) Rock and pop songs Personal taste - 
Most recent 4 
albums by each 
artist 

177 54,661 309 2005-2014 9 

Tegge (2017) The Wellington Corpus of Popular Songs 
(WOP) 

Charts 408 180,892 443 2008-2014  6 

The Wellington Corpus of Popular Songs 
in English Teaching (WOPET) 

Criteria-based 635 177,384 279 before 1900s 
to 2011 

111 

Sophiadi (2014) Rock Charts 125 Not 
specified 

 N/A 1960s-2000s 50 

Pop Charts 100 Not 
specified 

 N/A 1960s-2000s 50 

Taina (2014) Metal Lyrics Corpus (METAL) Criteria-based 200 40,915 205 1970-2011 41 
Falk (2012)  Rock Lyrics Corpus (ROLC) Charts 300 52,907 176 1950s-1999 49 
Werner (2012)  British Chart Corpus (BCC) Charts 1,128 170,000 301 1952-2008 56 

American Chart Corpus (ACC) Charts 170,000 1946-2005 59 
Petrie et al. 
(2008) 

The Beatles Songs Complete 
discography 

185 N/A 161 1960-1970 10 

Pettijohn and 
Sacco (2009) 

Billboard No. 1 songs Charts 49 N/A N/A 1955-2003 48 

Kreyer and 
Mukherjee 
(2007)  

Giessen-Bonn Corpus of Popular Music 
(GBoP)  

Chart - Albums 
(27) 

442 176,000 398 2003 1 
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Corpus Builder Corpus Song selection 
method 

Songs Words Av. Words 
per songs 

Year span Coverage 
of Years 

Miethaner 
(2005)  

Blues Lyrics Collected at the University 
of Regensburg (BLUR)  

N/A 7,341 1,490,000 203 1920s-
around 1939 

19 

Dukes et al. 
(2003) 

Popular Songs Charts 100 N/A N/A 1958-1998 30 

Olivo (2001)  Rap Songs Albums (18) Not specified Not 
specified 

N/A 1991-1997 6 

Murphey (1992) Pop Songs Charts 50 13,161 263 1987 1 
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Figure 2: AntWordProfiler screenshot downloaded from 
https://www.laurenceanthony.net/software/antwordprofiler/ on 31.07.2019, 12:40 
(Anthony 2014) 

The User File(s) pane on top left shows the input files that are to be 

analyzed and the Level List(s) pane on bottom left shows the frequency list files. 

The analyses results are displayed in the number and percentages of tokens, types 

and word families. A sample analysis is shown in Table 14 below: 
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Table 14: Sample Output from AntWordProfiler 

File name:         
Number of lines: 28         
Number of types: 88         
Number of tokens: 164         
Level list 1: 1_gsl_1st_1000.txt         
Number of types: 4114         
Number of groups (families): 998         
Level list 2: 2_gsl_2nd_1000.txt         
Number of types: 3708         
Number of groups (families): 988         
Statistics           
LEVEL  FILE TOKEN TOKEN% CUMTOKEN% TYPE TYPE% CUMTYPE% GROUP GROUP% CUMGROUP% 
1 1_gsl_1st_1000.txt 146 89.02 89.02 73 82.95 82.95 63 80.77 80.77 
2 2_gsl_2nd_1000.txt 9 5.49 94.51 6 6.82 89.77 6 7.69 88.46 
0 - 9 5.49 100 9 10.23 100 9 11.54 100 
TOTAL:   164   88   78   
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Figure 3: Levels and measurement methods of lexical richness 
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and technical reports and found that the results were mostly similar. However, the 

technical reports contained more specialized vocabulary than research articles 

(León 2015: 530-1). 

In another study, Pojanapunya and Todd (2015) compiled two specialized 

corpora of research articles on humanities/social sciences and applied sciences. 

They sought to find out the keywords, which are typical to each corpus and also 

shared keywords which commonly occur in both corpora by comparing them to 

the BNC. They found that the differences between the disciplines are greater than 

similarities. Fraysse-Kim (2010) compared the Korean history books that are 

being taught in North Korea, South Korea, Korean residents in China and Korean 

residents in Japan. The results showed that while the most key pronoun was I in 

three Korean groups, we was the most key in North Korean books, which 

indicative of a collectivist and communist stance. It is also interesting that the 

word great-marshal is more key than I in North Korean books.  
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and Zinsmeister 2015: 197). The words are generally displayed in Key Word in 

Context (KWIC) format (Kennedy 1998: 251 and Kübler and Zinsmeister 2015: 

197). Baker (2012: 108-9), for instance, after finding out the keywords in the 

articles on metrosexuality, looked at the concordances of the keywords. This 

procedure allowed him to see and comment on the individual contexts within 

which the keywords are mostly used. Similarly, the concordances for the most key 

words will be provided in the discussion section. 
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4. RESULTS 

The results of lexical variation, lexical sophistication and lexical density 

analyses will be presented separately. The relevant data and tables detailing the 

results are available under each analysis heading. Firstly, a Kolmogorov-Smirnov 

Test was conducted to find out the distribution of normality for each test.
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Table 18: Kolmogorov-Smirnov test results for each variable. 

  Lexical 
Density 

GSL 
B2K 

Tokens 

GSL 
B2K 

Types 

BNC/COCA 
B2K Tokens 

BNC/COCA 
B2K Types 

P_Lex 
(Lambda) 

TTR R U HDD 

N 600 600 600 600 600 600 600 600 600 600 
Normal 
Parameters 

Mean 0.54 13.45 18.46 13.05 17.89 2.33 0.6 7.66 23.78 33.72 
Std. 
Deviation 

0.07 9.08 11.29 9.11 11.42 1.12 0.1 1.38 7.44 2.47 

Most Extreme 
Differences 

Absolute 0.09 0.097 0.091 0.085 0.080 0.066 0.052 0.025 0.049 0.092 

Positive 0.09 0.097 0.091 0.085 0.080 0.066 0.035 0.025 0.049 0.05 
Negative -0.045 -0.082 -0.067 -0.081 -0.063 -0.036 -0.052 -0.02 -0.039 -0.092 

Test Statistic 0.09 0.097 0.091 0.085 0.080 0.066 0.052 0.025 0.049 0.092 
Asymp. Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .000 .200 .002 .000 
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As shown in Table 18, only Guiraud (R) values are normally distributed 

(p=.200) for each parameter at p=0.01. Therefore, these results were tested with 

ANOVA and the remaining ones with Kruskal-Wallis H test. 

4.1. Lexical Richness 

The results of all dimensions of lexical richness will be reported in 

separate sections. Later, the results of a correlation analysis of the results will be 

provided. 

4.2. Lexical Variation  

The selected analysis methods for LV were TTR, Guiraud, Uber and HD-

D. The results of the Kolmogorov-Smirnov normality test given in Table 18 

showed that Guiraud values were normally distributed whereas TTR, Uber and 

HD-D were not. Therefore, they were grouped accordingly and Guiraud results 

were subjected to an Analysis of Variance (ANOVA) test, as suggested by Biber 

et al. (1998: 273), and the others to a Kruskal-Wallis H test. The descriptive 

values for the Kruskal-Wallis H test are provided in Table 19. 

Table 19: Descriptive statistics for TTR, Uber (U) and HD-D values. 

Subcorpus LV 
Method 

N Mean Std. Deviation Minimum  Maximum 

HMSC TTR 200 .54 .11 .24 .75 
U 200 19.05 5.41 7.97 36.88 
HD-D 200 32.07 2.54 23.04 37.33 

TMSC TTR 200 .61 .08 .32 .79 
U 200 23.93 5.41 8.34 40.97 
HD-D 200 34.18 1.83 24.16 38.06 

DMSC TTR 200 .66 .09 .31 .85 
U 200 28.35 8.04 10.87 62.89 
HD-D 200 34.92 2.04 25.83 39.03 

 

The TTR values for HMSC, TMSC and DMSC are .54 (±.11), .61 (±.08) 

and .66 (±.09) respectively. U values are 19.05 (±5.41) (HMSC), 23.93 (±5.41) 

(TMSC) and 28.35 (±8.04) (DMSC). HD-D scores also display and increasing 

pattern as 32.07 (±2.54) for HMSC, 34.18 (±1.83) for TMSC and 34.92 (±2.04) 

for DMSC.  
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The results of the Mann-Whitney U test, as shown in Table 21, revealed 

that there are significant differences between all three subcorpora both in terms of 

TTR, Uber (U) and HD-D. The TTR values for HMSC (mean=159.97) are 

significantly lower than TMSC (241.03) (U = 11894.500, p= .000). The 

difference between TMSC (mean=166.96) and DMSC (mean=234.04) results are 

also significant as well (U = 13291.500, p= .000). The difference between HMSC 

(mean=137.89) and DMSC (mean=263.12) is the largest (U = 7477.000, p= 

.000). 

 The differences between the genres are also significant according to Uber 

results. HMSC (150.24) scores are higher than TMSC (250.77) (U = 9947.000, 

p= .000) and TMSC (164.75) are higher DMSC (236.26) (U = 12849.000, p= 

.000). The difference is the largest between HMSC (132.23) and DMSC (268.77) 

(U = 6346.000, p= .000). 

HD-D values were similar to TTR and Uber. TMSC values (mean=252.29) 

are significantly higher than HMSC (mean=148.71) (U = 9642.000, p= .000) but 

significantly lower than DMSC (TMSC mean=173.30, DMSC mean= 227.70) 

(U = 14560.500, p= .000). Finally, the difference between HMSC (mean=135.31) 

and DMSC (mean=265.69) is the largest (U = 6962.500, p= .000). 

Following the non-parametric statistical analyses of TTR, Uber (U) and 

HD-D values, the Guiraud values were tested for their statistical significance. 
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Table 22: Descriptive statistics for Guiraud values. 

  Subcorpus N Mean Std. 
Deviation 

Std. Error  95% Confidence Interval for 
Mean 

Minimum  Maximum 

Lower Bound Upper Bound   
Guiraud HMSC 200 6.75 1.11 0.08 6.60 6.91 3.13 9.57 
  TMSC 200 7.88 1.12 0.08 7.73 8.04 3.32 11.43 
  DMSC 200 8.35 1.39 0.10 8.15 8.54 4.64 12.64 
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Table 28: Mann-Whitney U test results for GSL B2K token and type values. 

 Subcorpus N Mean 
Rank 

Sum of 
Ranks 

U p 

GSL B2K Tokens HMSC 200 146.53 29305.00 9205.000 .000 
 TMSC 200 254.48 50895.00   

GSL B2K Types HMSC 200 142.25 28450.00 8350.500 .000 
 TMSC 200 258.75 51750.00   

GSL B2K Tokens HMSC 200 118.19 23638.50 3538.500 .000 
 DMSC 200 282.81 56561.50   

GSL B2K Types HMSC 200 115.94 23187.50 3087.500 .000 
 DMSC 200 285.06 57012.50   

GSL B2K Tokens TMSC 200 150.70 30139.00 10039.000 .000 
 DMSC 200 250.31 50061.00   

GSL B2K Types TMSC 200 152.02 30403.50 10303.500 .000 
 DMSC 200 248.98 49796.50   
 

Mann-Whitney U test results, shown in Table 28, indicate significant 

differences between all three subcorpora both in terms of GSL B2K tokens and 

types. The token values for HMSC (mean=146.53) are significantly lower than 

TMSC (254.48) (U = 9205.000, p= .000). The difference between TMSC 

(mean=150.70) and DMSC (mean=250.31) results are also significant as well 

(U = 10039.000, p= .000). The difference between HMSC (mean=118.19) and 

DMSC (mean=282.81) is the largest (U = 3538.500, p= .000). 

A similar pattern is observable in type values across three subcorpora. 

TMSC values (mean=258.75) are significantly higher than HMSC (mean=142.25) 

(U = 8350.500, p= .000) but significantly lower than DMSC (TMSC 

mean=152.02, DMSC mean= 248.98) (U = 10303.500, p= .000). The difference 

between HMSC (mean=115.94) and DMSC (mean=285.06) is again the largest 

(U = 3087.500, p= .000). 

Following the GSL B2K token and type comparison across three 

subgenres, the same procedure was repeated using the BNC/COCA wordlist and 

the B2K results are provided in the tables Table 29 and Table 30. 
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Table 31: Mann-Whitney U test results for BNC/COCA B2K token and type 
values. 

  Subcorpus N Mean 
Rank 

Sum of 
Ranks 

U p 

BNC/COCA 
B2K Tokens 

HMSC 200 149.45 29890.50 9790.500 .000 

  TMSC 200 251.55 50309.50     
BNC/COCA 
B2K Types 

HMSC 200 145.66 29132.00 9032.000 .000 

  TMSC 200 255.34 51068.00     
BNC/COCA 
B2K Tokens 

HMSC 200 117.38 23476.50 3376.500 .000 

  DMSC 200 283.62 56723.50     
BNC/COCA 
B2K Types 

HMSC 200 114.96 22991.50 2891.500 .000 

  DMSC 200 286.04 57208.50     
BNC/COCA 
B2K Tokens 

TMSC 200 148.46 29692.50 9592.500 .000 

  DMSC 200 252.54 50507.50     
BNC/COCA 
B2K Types 

TMSC 200 148.85 29770.00 9670.000 .000 

  DMSC 200 252.15 50430.00     
 

As described in Table 31, a Mann-Whitney U test showed significant 

differences between all three subcorpora both in terms of BNC/COCA B2K 

tokens and types. The token values for HMSC (mean=149.45) are significantly 

lower than TMSC (251.55) (U = 9790.500, p= .000). The difference between 

TMSC (mean=148.46) and DMSC (mean=252.54) results are significant as well 

(U = 9592.500, p= .000). The difference between HMSC (mean=117.38) and 

DMSC (mean=273.62) is the largest (U = 3376.500, p= .000). 

In terms of type values, the results were similar. TMSC values 

(mean=255.34) are significantly higher than HMSC (mean=145.66) (U = 

9032.000, p= .000) but significantly lower than DMSC (TMSC mean=148.85, 

DMSC mean= 252.15) (U = 9670.000, p= .000). The difference between HMSC 

(mean=114.96) and DMSC (mean=286.04) is again the largest (U = 2891.500, p= 

.000). 

As the second method of LS, P_Lex has been used and the results of the 

Kruskal-Wallis H test are provided in Table 32. 
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Table 37: Mann-Whitney U test results for LD values. 

Subcorpus N Mean Rank Sum of Ranks U p 

HMSC 200 161.22 32244.50 12144.500 .000 
TMSC 200 239.78 47955.50   
HMSC 200 134.35 26870.50 6770.500 .000 
DMSC 200 266.65 53329.50   
TMSC 200 165.09 33018.00 12918.000 .000 
DMSC 200 235.91 47182.00   

 

Mann-Whitney U test results, shown in Table 37, indicate significant 

differences between all three subgenres. The LD values for HMSC 

(mean=161.22) are significantly lower than TMSC (mean=239.78) (U = 

12144.500, p= .000). The difference between TMSC (mean=165.09) and DMSC 

(mean=235.91) results are significant as well (U = 12918.000, p= .000). The 

difference between HMSC (mean=134.35) and DMSC (mean=266.65) is the 

largest (U = 6770.500, p= .000). 

4.5. Correlation of Lexical Richness Measures 

Following all the lexical richness analyses, a correlation test was 

conducted to identify which measures correlate with each other and to what 

extent.
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Table 38: Spearman's Correlation Analysis results for lexical richness values. 

  Lexical 
Density 

GSL B2K 
Tokens 

GSL B2K 
Types 

BNC/COCA 
B2K Tokens 

BNC/COCA 
B2K Types 

P_Lex TTR R U HD-D 

Lexical Density -          
GSL B2K Tokens .701**  -         
GSL B2K Types .657**  .963**  -        
BNC/COCA B2K Tokens .684**  .949**  .927**  -       
BNC/COCA B2K Types .643**  .919**  .957**  .966**  -      
P_Lex (Lambda) .740**  .899**  .881**  .918**  .900**  -     
TTR .554**  .538**  .489**  .520**  .475**  .552**  -    
R .449**  .526**  .558**  .522**  .555**  .512**  .617**  -   
U .574**  .597**  .576**  .583**  .564**  .597**  .934**  .844**  -  
HD-D .543**  .533**  .509**  .505**  .484**  .521**  .832**  .828**  .926**  - 

**. Correlation is significant at the 0.01 level (2-tailed).
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Then the quadratic discriminant analysis was run of which results are shown in 

Table 39. 

Table 39: Results of the quadratic discriminant analysis for lexical richness 

Subcorpus     Predicted Group Membership Total 
    HMSC TMSC DMSC 

Original  Count HMSC 141 47 12 200 
TMSC 36 118 46 200 
DMSC 14 58 128 200 

% HMSC 70.5 23.5 6.0 100.0 
TMSC 18.0 59.0 23.0 100.0 
DMSC 7.0 29.0 64.0 100.0 

 

The results show that 141 out of 200 songs in HMSC (70.5%) are 

predicted as HMSC, marking it as the highest ratio. 47 (23.5%) HMSC songs are 

predicted as TMSC and 12 (6%) as DMSC. Secondly, 118 songs out of 200 in 

TMSC (59%) are predicted as TMSC, 36 (18%) as HMSC and 46 (23%) as 

DMSC. Finally, 128 songs out of 200 in DMSC (64%) are predicted as DMSC, 58 

(29%) as TMSC and 14 (7%) as HMSC. The overall prediction match rate has 

been found as 64.5%. 

4.7. Keyness Analysis 

The results of the keyness analysis are shown in the tables below as 

obtained from AntConc (Anthony 2018). Although the focus is on content words, 

function words will be briefed to a limited extent. As the corpus is not POS-

tagged, some of the keywords such as will, going, do, got, etc. may actually be 

content words. In order to check whether or not this is the case, these function 

words were manually counted using the concordancing feature of AntConc. 

  







186 
 

Table 41: Top 30 keywords in TMSC. 

#Keyword Types: 220 
#Keyword Tokens: 11,624 
Rank Frequency Keyness Effect Keyword 
1 1034 +1823.83 0.0039 You 
2 557 +1798.68 0.0074 Your 
3 350 +760.79 0.0042 My 
4 707 +534.9 0.002 I 
5 253 +478.85 0.0035 Me 
6 136 +451.39 0.0044 Am 
7 97 +435.91 0.0043 Blood 
8 351 +428.46 0.0026 Will  
9 117 +422.75 0.0043 Death 
10 78 +420.6 0.0039 Die 
11 72 +406.6 0.0037 Kill  
12 169 +405.07 0.0037 Life 
13 295 +387.72 0.0027 No 
14 67 +369.14 0.0034 Hell 
15 109 +366.63 0.0039 Cannot 
16 57 +332.52 0.003 Soul 
17 218 +280.77 0.0025 Do 
18 40 +252.28 0.0022 Burn 
19 60 +232.34 0.0028 Fear 
20 666 +227.83 0.0014 Is 
21 277 +222.91 0.0019 All  
22 126 +212.15 0.0026 Take 
23 61 +207.85 0.0026 Dead 
24 39 +206.57 0.0021 Evil 
25 49 +193.15 0.0023 Pain 
26 23 +188.65 0.0013 Insane 
27 47 +188.05 0.0023 Fight 
28 28 +187.57 0.0016 Fucking 
29 76 +172.8 0.0025 Eyes 
30 41 +171.94 0.0021 Lies 

 
Despite the fact that HMSC and TMSC are somewhat similar in terms of 

function/content word distribution, DMSC differs markedly. It has 8,390 keyword 

tokens and 288 keyword types out of a total of 33,859 tokens. Although it has 

fewer keyword tokens than the other two subcorpora, it has more keyword types. 

As shown in Table 42, there are only 7 function words in the top 30 keywords in 

DMSC. Furthermore, the second keyword is a content word (death). The word 

your has the highest keyness value (+1242.18) which is followed by death 

(+621.19). 
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Table 42: Top 30 keywords in DMSC. 

#Keyword Types: 288 
#Keyword Tokens: 8,390 
Rank Frequency Keyness Effect Keyword 
1 437 +1242.18 0.0059 Your 
2 150 +621.19 0.0056 Death 
3 308 +618.96 0.0037 My 
4 72 +489.25 0.004 Flesh 
5 104 +487.58 0.0047 Blood 
6 85 +477.75 0.0044 Die 
7 71 +463.1 0.0039 Evil 
8 47 +448.74 0.0027 Satan 
9 171 +422.89 0.0038 Life 
10 95 +408.53 0.0042 Dead 
11 65 +399.82 0.0035 Soul 
12 80 +395.04 0.0039 Pain 
13 67 +373.15 0.0035 Kill  
14 64 +350.87 0.0034 Hell 
15 100 +281.56 0.0033 Am 
16 67 +277.44 0.0031 Fear 
17 285 +275.42 0.0021 Will  
18 82 +245.08 0.0031 God 
19 509 +208.86 0.0015 I 
20 30 +202.02 0.0017 Decay 
21 409 +201.66 0.0015 You 
22 32 +189.09 0.0018 Forever 
23 164 +186.3 0.0021 Now 
24 75 +185.03 0.0026 Mind 
25 156 +184.19 0.0022 Me 
26 23 +177.88 0.0013 Mortal 
27 32 +176.13 0.0018 Grave 
28 21 +174.73 0.0012 Rotting 
29 35 +169.71 0.0019 Darkness 
30 22 +168.99 0.0013 Lust 

 
The combined list of the keywords for all subcorpora is presented in Table 

43. The content words are shown in bold.  
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